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1
PER-CELL TIMING AND/OR FREQUENCY
ACQUISITION AND THEIR USE ON
CHANNEL ESTIMATION IN WIRELESS
NETWORKS

CLAIM OF PRIORITY UNDER 35 U.S.C. §119
AND §120

The present application for patent is a Divisional applica-
tion of U.S. Ser. No. 12/949,020; filed Nov. 18, 2010, entitled
“PER-CELL TIMING AND/OR FREQUENCY ACQUISI-
TION AND THEIR USE ON CHANNEL ESTIMATION IN
WIRELESS NETWORKS” which claims priority to U.S.
Provisional Application No. 61/262,911, entitled, “PER-
CELL TIMING AND/OR FREQUENCY ACQUISITION
AND THEIR USE ON CHANNEL ESTIMATION IN
WIRELESS NETWORKS,” filed Nov. 19, 2009, and
assigned to the assignee hereof and expressly incorporated
herein by reference.

FIELD

The present disclosure relates generally to communication
systems, and more particularly, to utilizing per-cell timing
acquisition, per-cell frequency acquisition, or a combination
thereof, for channel estimation in wireless networks.

BACKGROUND

Wireless communication systems are widely deployed to
provide various telecommunication services such as tele-
phony, video, data, messaging, and broadcasts. Typical wire-
less communication systems may employ multiple-access
technologies capable of supporting communication with
multiple users by sharing available system resources (e.g.,
bandwidth, transmit power). Examples of such multiple-ac-
cess technologies include code division multiple access
(CDMA) systems, time division multiple access (TDMA)
systems, frequency division multiple access (FDMA) sys-
tems, orthogonal frequency division multiple access
(OFDMA) systems, single-carrier frequency divisional mul-
tiple access (SC-FDMA) systems, and time division synchro-
nous code division multiple access (TD-SCDMA) systems.

These multiple access technologies have been adopted in
various telecommunication standards to provide a common
protocol that enables different wireless devices to communi-
cate on a municipal, national, regional, and even global level.
An example of an emerging telecommunication standard is
Long Term Evolution (LTE). LTE is a set of enhancements to
the Universal Mobile Telecommunications System (UMTS)
mobile standard promulgated by Third Generation Partner-
ship Project (3GPP). It is designed to better support mobile
broadband Internet access by improving spectral efficiency,
lower costs, improve services, make use of new spectrum, and
better integrate with other open standards using OFDMA on
the downlink (DL), SC-FDMA on the uplink (UL), and mul-
tiple-input multiple-output (MIMO) antenna technology.
However, as the demand for mobile broadband access con-
tinues to increase, there exists a need for further improve-
ments in LTE technology. Preferably, these improvements
should be applicable to other multi-access technologies and
the telecommunication standards that employ these technolo-
gies.

SUMMARY

In some scenarios, a UE may need to connect to a weak cell
instead of the strongest nearby cell. For example this may
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occur during range expansion or where the strongest cell may
be a closed subscriber group (CSG) cell. In such scenarios, it
may be beneficial for the UE to track the timing, carrier
frequency, or both of the stronger cell instead of the weaker
serving cells. As a UE tracks a single timing (be it a serving
cell’s timing, a strong interferer’s timing, or a composite
timing), there naturally exists a gap between the timing the
UE is tracking and the timing of each cell the UE wants to
monitor.

In aspects of the disclosure, methods, apparatuses, and a
computer program products for wireless communication are
provided, generally involving estimating system timing,
wherein the estimated system timing is derived from the
timing of one or more cells, determining timing offsets, rela-
tive to the estimated system timing, for a plurality of cells, and
processing signals received from the plurality of cells with
channel tap truncation windows set based on the timing oft-
sets.

In aspects of the disclosure, methods, apparatuses, and a
computer program products for wireless communication are
provided, generally involving estimating a carrier frequency,
wherein the estimated frequency is derived from the fre-
quency of one or more cells, determining frequency offsets,
relative to the estimated carrier frequency, for a plurality of
the cells, and processing signals received from the plurality of
cells based on one or more of the frequency offsets.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a conceptual diagram illustrating an example of a
hardware implementation for an apparatus employing a pro-
cessing system.

FIG. 2 is a conceptual diagram illustrating an example of a
network architecture.

FIG. 3 is a conceptual diagram illustrating an example of
an access network.

FIG. 4 is a conceptual diagram illustrating an example of a
frame structure for use in an access network.

FIG. 5 is a conceptual diagram illustrating an example of a
radio protocol architecture for the user and control plane.

FIG. 6 is a conceptual diagram illustrating an example of
an eNodeB and UE in an access network.

FIG. 7 is a conceptual diagram illustrating a UE receiving
signals from a plurality of eNodeBs.

FIG. 8 is a flow chart of a method of wireless communica-
tion.

FIG. 9 is another flow chart of a method of wireless com-
munication.

FIG. 10 is a conceptual block diagram illustrating the func-
tionality of an exemplary apparatus.

FIG. 11 is a flow chart of a method of wireless communi-
cation.

FIG. 12 is another flow chart of a method of wireless
communication

DETAILED DESCRIPTION

The detailed description set forth below in connection with
the appended drawings is intended as a description of various
configurations and is not intended to represent the only con-
figurations in which the concepts described herein may be
practiced. The detailed description includes specific details
for the purpose of providing a thorough understanding of
various concepts. However, it will be apparent to those skilled
in the art that these concepts may be practiced without these
specific details. In some instances, well known structures and
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components are shown in block diagram form in order to
avoid obscuring such concepts.

Several aspects of telecommunication systems will now be
presented with reference to various apparatus and methods.
These apparatus and methods will be described in the follow-
ing detailed description and illustrated in the accompanying
drawing by various blocks, modules, components, circuits,
steps, processes, algorithms, etc. (collectively referred to as
“elements”). These elements may be implemented using elec-
tronic hardware, computer software, or any combination
thereof. Whether such elements are implemented as hardware
or software depends upon the particular application and
design constraints imposed on the overall system.

By way of example, an element, or any portion of an
element, or any combination of elements may be imple-
mented with a “processing system” that includes one or more
processors. Examples of processors include microprocessors,
microcontrollers, digital signal processors (DSPs), field pro-
grammable gate arrays (FPGAs), programmable logic
devices (PLDs), state machines, gated logic, discrete hard-
ware circuits, and other suitable hardware configured to per-
form the various functionality described throughout this dis-
closure. One or more processors in the processing system
may execute software. Software shall be construed broadly to
mean instructions, instruction sets, code, code segments, pro-
gram code, programs, subprograms, software modules, appli-
cations, software applications, software packages, routines,
subroutines, objects, executables, threads of execution, pro-
cedures, functions, etc., whether referred to as software, firm-
ware, middleware, microcode, hardware description lan-
guage, or otherwise. The software may reside on a computer-
readable medium. A computer-readable medium may
include, by way of example, a magnetic storage device (e.g.,
hard disk, floppy disk, magnetic strip), an optical disk (e.g.,
compact disk (CD), digital versatile disk (DVD)), a smart
card, a flash memory device (e.g., card, stick, key drive),
random access memory (RAM), read only memory (ROM),
programmable ROM (PROM), erasable PROM (EPROM),
electrically erasable PROM (EEPROM), a register, a remov-
able disk, a carrier wave, a transmission line, and any other
suitable medium for storing or transmitting software. The
computer-readable medium may be resident in the processing
system, external to the processing system, or distributed
across multiple entities including the processing system.
Computer-readable medium may be embodied in a computer-
program product. By way of example, a computer-program
product may include a computer-readable medium in pack-
aging materials. Those skilled in the art will recognize how
best to implement the described functionality presented
throughout this disclosure depending on the particular appli-
cation and the overall design constraints imposed on the
overall system.

FIG. 1is a conceptual diagram illustrating an example of a
hardware implementation for an apparatus 100 employing a
processing system 114. In this example, the processing sys-
tem 114 may be implemented with a bus architecture, repre-
sented generally by the bus 102. The bus 102 may include any
number of interconnecting buses and bridges depending on
the specific application of the processing system 114 and the
overall design constraints. The bus 102 links together various
circuits including one or more processors, represented gen-
erally by the processor 104, and computer-readable media,
represented generally by the computer-readable medium 106.
The bus 102 may also link various other circuits such as
timing sources, peripherals, voltage regulators, and power
management circuits, which are well known in the art, and
therefore, will not be described any further. A bus interface
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108 provides an interface between the bus 102 and a trans-
ceiver 110. The transceiver 110 provides a means for com-
municating with various other apparatus over a transmission
medium. Depending upon the nature of the apparatus, a user
interface 112 (e.g., keypad, display, speaker, microphone,
joystick) may also be provided.

The processor 104 is responsible for managing the bus 102
and general processing, including the execution of software
stored on the computer-readable medium 106. The software,
when executed by the processor 104, causes the processing
system 114 to perform the various functions described infra
for any particular apparatus. The computer-readable medium
106 may also be used for storing data that is manipulated by
the processor 104 when executing software.

An example of a telecommunications system employing
various apparatus will now be presented with reference to an
LTE network architecture as shown in FIG. 2. The LTE net-
work architecture 200 is shown with a core network 202 and
an access network 204. In this example, the core network 202
provides packet-switched services to the access network 204,
however, as those skilled in the art will readily appreciate, the
various concepts presented throughout this disclosure may be
extended to core networks providing circuit-switched ser-
vices.

The access network 204 is shown with a single apparatus
212, which is commonly referred to as an evolved NodeB in
LTE applications, but may also be referred to by those skilled
in the art as a base station, a base transceiver station, a radio
base station, a radio transceiver, a transceiver function, a basic
service set (BSS), an extended service set (ESS), or some
other suitable terminology. The eNodeB 212 provides an
access point to the core network 202 for a mobile apparatus
214. Examples of a mobile apparatus include a cellular
phone, a smart phone, a session initiation protocol (SIP)
phone, a laptop, a personal digital assistant (PDA), a satellite
radio, a global positioning system, a multimedia device, a
video device, a digital audio player (e.g., MP3 player), a
camera, a game console, or any other similar functioning
device. The mobile apparatus 214 is commonly referred to as
user equipment (UE) in LTE applications, but may also be
referred to by those skilled in the art as a mobile station, a
subscriber station, a mobile unit, a subscriber unit, a wireless
unit, a remote unit, a mobile device, a wireless device, a
wireless communications device, a remote device, a mobile
subscriber station, an access terminal, a mobile terminal, a
wireless terminal, a remote terminal, a handset, a user agent,
a mobile client, a client, or some other suitable terminology.

The core network 202 is shown with several apparatus
including a packet data node (PDN) gateway 208 and a serv-
ing gateway 210. The PDN gateway 208 provides a connec-
tion for the access network 204 to a packet-based network
206. In this example, the packet-based network 206 is the
Internet, but the concepts presented throughout this disclo-
sure are not limited to Internet applications. The primary
function of the PDN gateway 208 is to provide the UE 214
with network connectivity. Data packets are transferred
between the PDN gateway 208 and the UE 214 through the
serving gateway 210, which serves as the local mobility
anchor as the UE 214 roams through the access network 204.

An example of an access network in an LTE network archi-
tecture will now be presented with reference to FIG. 3. In this
example, the access network 300 is divided into a number of
cellular regions (cells) 302. An eNodeB 304 is assigned to a
cell 302 and is configured to provide an access point to a core
network 202 (see FIG. 2) for all the UEs 306 in the cell 302.
There is no centralized controller in this example of an access
network 300, but a centralized controller may be used in
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alternative configurations. The eNodeB 304 is responsible for
all radio related functions including radio bearer control,
admission control, mobility control, scheduling, security, and
connectivity to the serving gateway 210 in the core network
202 (see FIG. 2).

The modulation and multiple access scheme employed by
the access network 300 may vary depending on the particular
telecommunications standard being deployed. In LTE appli-
cations, OFDM is used on the DL and SC-FDMA is used on
the UL to support both frequency division duplexing (FDD)
and time division duplexing (TDD). As those skilled in the art
will readily appreciate from the detailed description to follow,
the various concepts presented herein are well suited for LTE
applications. However, these concepts may be readily
extended to other telecommunication standards employing
other modulation and multiple access techniques. By way of
example, these concepts may be extended to Evolution-Data
Optimized (EV-DO) or Ultra Mobile Broadband (UMB). EV-
DO and UMB are air interface standards promulgated by the
3rd Generation Partnership Project 2 (3GPP2) as part of the
CDMA2000 family of standards and employs CDMA to pro-
vide broadband Internet access to mobile stations. These con-
cepts may also be extended to Universal Terrestrial Radio
Access (UTRA) employing Wideband-CDMA (W-CDMA)
and other variants of CDMA, such as TD-SCDMA; Global
System for Mobile Communications (GSM) employing
TDMA; and Evolved UTRA (E-UTRA), Ultra Mobile
Broadband (UMB), IEEE 802.11 (Wi-Fi), IEEE 802.16
(WIMAX), IEEE 802.20, and Flash-OFDM employing
OFDMA. UTRA, E-UTRA, UMTS, LTE and GSM are
described in documents from the 3GPP organization.
CDMA2000 and UMB are described in documents from the
3GPP2 organization. The actual wireless communication
standard and the multiple access technology employed will
depend on the specific application and the overall design
constraints imposed on the system.

The eNodeB 304 may have multiple antennas supporting
MIMO technology. The use of MIMO technology enables the
eNodeB 304 to exploit the spatial domain to support spatial
multiplexing, beamforming, and transmit diversity.

Spatial multiplexing may be used to transmit different
streams of data simultaneously on the same frequency. The
data steams may be transmitted to a single UE 306 to increase
the data rate or to multiple UEs 306 to increase the overall
system capacity. This is achieved by spatially precoding each
data stream and then transmitting each spatially precoded
stream through a different transmit antenna on the downlink.
The spatially precoded data streams arrive at the UE(s) 306
with different spatial signatures, which enables each of the
UE(s) 306 to recover the one or more the data streams des-
tined for that UE 306. On the uplink, each UE 306 transmits
a spatially precoded data stream, which enables the eNodeB
304 to identify the source of each spatially precoded data
stream.

Spatial multiplexing is generally used when channel con-
ditions are good. When channel conditions are less favorable,
beamforming may be used to focus the transmission energy in
one or more directions. This may be achieved by spatially
precoding the data for transmission through multiple anten-
nas. To achieve good coverage atthe edges of the cell, a single
stream beamforming transmission may be used in combina-
tion with transmit diversity.

In the detailed description that follows, various aspects of
an access network will be described with reference to a
MIMO system supporting OFDM on the downlink. OFDM is
a spread-spectrum technique that modulates data over a num-
ber of subcarriers within an OFDM symbol. The subcarriers
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are spaced apart at precise frequencies. The spacing provides
“orthogonality” that enables a receiver to recover the data
from the subcarriers. In the time domain, a guard interval
(e.g., cyclic prefix) may be added to each OFDM symbol to
combat inter-OFDM-symbol interference. The uplink may
use SC-FDMA in the form of'a DFT-spread OFDM signal to
compensate for high peak-to-average power ratio (PARR).

Various frame structures may be used to support the DL
and UL transmissions. An example of a DL frame structure
will now be presented with reference to FIG. 4. However, as
those skilled in the art will readily appreciate, the frame
structure for any particular application may be different
depending on any number of factors. In this example, a frame
(10 ms) is divided into 10 equally sized sub-frames. Each
sub-frame includes two consecutive time slots.

A resource grid may be used to represent two time slots,
each time slot including a resource block. The resource grid is
divided into multiple resource elements. In LTE, a resource
block contains 12 consecutive subcarriers in the frequency
domain and, for a normal cyclic prefix in each OFDM sym-
bol, 7 consecutive OFDM symbols in the time domain, or 84
resource elements. The number of bits carried by each
resource element depends on the modulation scheme. Thus,
the more resource blocks that a UE receives and the higher the
modulation scheme, the higher the data rate for the UE.

The radio protocol architecture may take on various forms
depending on the particular application. An example for an
LTE system will now be presented with reference to FIG. 5.
FIG. 5 is a conceptual diagram illustrating an example of the
radio protocol architecture for the user and control planes.

Turning to FIG. 5, the radio protocol architecture for the
UE and eNodeB is shown with three layers: Layer 1, Layer 2,
and Layer 3. Layer 1 is the lowest lower and implements
various physical layer signal processing functions. Layer 1
will be referred to herein as the physical layer 506. Layer 2
(L2 layer) 508 is above the physical layer 506 and is respon-
sible for the link between the UE and eNodeB over the physi-
cal layer 506.

In the user plane, the [.2 layer 508 includes a media access
control (MAC) sublayer 510, a radio link control (RLC) sub-
layer 512, and a packet data convergence protocol (PDCP)
514 sublayer, which are terminated at the eNodeB on the
network side. Although not shown, the UE may have several
upper layers above the .2 layer 508 including a network layer
(e.g., IPlayer) that is terminated at the PDN gateway 208 (see
FIG. 2) on the network side, and an application layer that is
terminated at the other end of the connection (e.g., farend UE,
server, etc.).

The PDCP sublayer 514 provides multiplexing between
different radio bearers and logical channels. The PDCP sub-
layer 514 also provides header compression for upper layer
data packets to reduce radio transmission overhead, security
by ciphering the data packets, and handover support for UEs
between eNodeBs. The RL.C sublayer 512 provides segmen-
tation and reassembly of upper layer data packets, retrans-
mission of lost data packets, and reordering of data packets to
compensate for out-of-order reception due to hybrid auto-
matic repeat request (HARQ). The MAC sublayer 510 pro-
vides multiplexing between logical and transport channels.
The MAC sublayer 510 is also responsible for allocating the
various radio resources (e.g., resource blocks) in one cell
among the UEs. The MAC sublayer 510 is also responsible
for HARQ operations.

In the control pane, the radio protocol architecture for the
UE and eNodeB is substantially the same for the physical
layer 506 and the [.2 layer 508 with the exception that there is
no header compression function for the control plane. The
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control pane also includes a radio resource control (RRC)
sublayer 516 in Layer 3. The RRC sublayer 516 is responsible
for obtaining radio resources (i.e., radio bearers) and for
configuring the lower layers using RRC signaling between
the eNodeB and the UE.

FIG. 6 is a block diagram of a eNodeB in communication
with a UE in an access network. In the DL, upper layer
packets from the core network are provided to a transmit (TX)
L2 processor 614. The TX .2 processor 614 implements the
functionality of the 1.2 layer described earlier in connection
with FIG. 5. More specifically, the TX L2 processor 614
compresses the headers of the upper layer packets, ciphers the
packets, segments the ciphered packets, reorders the seg-
mented packets, multiplexes the data packets between logical
and transport channels, and allocates radio resources to the
UE 650 based on various priority metrics. The TX [.2 proces-
sor 614 is also responsible for HARQ operations, retransmis-
sion of lost packets, and signaling to the UE 650 based on
controls from the TX radio resource controller 612.

The TX data processor 616 implements various signal pro-
cessing functions for the physical layer. The signal processing
functions includes coding and interleaving to facilitate for-
ward error correction (FEC) at the UE 650 and mapping to
signal constellations based on various modulation schemes
(e.g., binary phase-shift keying (BPSK), quadrature phase-
shift keying (QPSK), M-phase-shift keying (M-PSK),
M-quadrature amplitude modulation (M-QAM)). The coded
and modulated symbols are then split into parallel streams.
Each stream is then mapped to an OFDM subcarrier, multi-
plexed with a reference signal (e.g., pilot) in the time and/or
frequency domain, and then combined together using an
Inverse Fast Fourier Transform (IFFT) to produce a physical
channel carrying a time domain OFDM symbol stream. The
OFDM stream is spatially precoded to produce multiple spa-
tial streams. Channel estimates from a channel estimator 674
may be used to determine the coding and modulation scheme,
as well as for spatial processing. The channel estimate may be
derived from a reference signal and/or channel condition
feedback transmitted by the UE 650. Each spatial stream is
then provided to a different antenna 620 via a separate trans-
mitter 618TX. Each transmitter 618TX modulates an RF
carrier with a respective spatial stream for transmission.

At the UE 650, each receiver 654RX receives a signal
through its respective antenna 652. Each receiver 654RX
recovers information modulated onto an RF carrier and pro-
vides the information to the receiver (RX) data processor 656.

The RX data processor 656 implements various signal
processing functions of the physical layer. The RX data pro-
cessor 656 performs spatial processing on the information to
recover any spatial streams destined for the UE 650. If mul-
tiple spatial streams are destined for the UE 650, they may be
combined by the RX data processor 656 into a single OFDM
symbol stream. The RX data processor 656 then converts the
OFDM symbol stream from the time-domain to the frequency
domain using a Fast Fourier Transform (FFT). The frequency
domain signal comprises a separate OFDM symbol stream
for each subcarrier of the OFDM signal. The symbols on each
subcarrier, and the reference signal, is recovered and
demodulated by determining the most likely signal constel-
lation points transmitted by the eNodeB 610. These soft deci-
sions may be based on channel estimates computed by the
channel estimator 658. The soft decisions are then decoded
and deinterleaved to recover the data and control signals that
were originally transmitted by the eNodeB 610 on the physi-
cal channel. The data and control signals are then provided to
a RX L2 processor 660.
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The RX L2 processor 660 implements the functionality of
the L2 layer described earlier in connection with FIG. 5. More
specifically, the RX L2 processor 660 provides demultiplex-
ing between transport and logical channels, reassembles the
data packets into upper layer packets, deciphers the upper
layer packets, decompresses the headers and processes the
control signals. The upper layer packets are then provided to
adatasink 662, which represents all the protocol layers above
the L.2 layer. The RX .2 processor 660 is also responsible for
error detection using an acknowledgement (ACK) and/or
negative acknowledgement (NACK) protocol to support
HARQ operations. The control signals are provided to a RX
radio resource controller 661.

Inthe UL, a data source 667 is used to provide data packets
to a transmit (TX) L2 processor 664. The data source 667
represents all protocol layers above the [.2 layer (1.2). Similar
to the functionality described in connection with the DL
transmission by the eNodeB 610, the TX L2 processor 664
implements the .2 layer for the user plane and the control
plane. The latter is in response to a TX radio resource con-
troller 665. The TX data processor 668 implements the physi-
cal layer. Channel estimates derived by a channel estimator
658 from a reference signal or feedback transmitted by the
eNodeB 610 may be used by the TX data processor 668 to
select the appropriate coding and modulation schemes, and to
facilitate spatial processing. The spatial streams generated by
the TX data processor 668 are provided to different antenna
652 via separate transmitters 654TX. Each transmitter
654TX modulates an RF carrier with a respective spatial
stream for transmission.

The UL transmission is processed at the eNodeB 610 in a
manner similar to that described in connection with the
receiver function at the UE 650. Each receiver 618RX
receives a signal through its respective antenna 620. Each
receiver 618RX recovers information modulated onto an RF
carrier and provides the information to a RX data processor
670. The RX data processor 670 implements the physical
layer and the RX L2 processor 672 implements the [.2 layer.
Upper layer packets from the RX 1.2 processor may be pro-
vided to the core network and control signals may be provided
to a RX radio resource controller 676.

FIG. 71is a conceptual diagram illustrating a UE 708 receiv-
ing signals from a plurality of eNodeBs 702, 704, 706. In
some scenarios, a UE may need to connect to a weaker cell
instead of the strongest cell. As an example, for range expan-
sion, it may be beneficial to associate a UE with a weaker cell
with smaller path loss even though the transmit power of that
cell may be lower than the strongest cell. Furthermore, the
strongest cell may be a closed subscriber group (CSG) cell
and, therefore, may not be accessible to the UE.

In such scenarios, it may be beneficial for the UE to track
the timing, carrier frequency, or both of the stronger cell
instead of the weaker serving cell’s. Conventionally, a UE’s
timing tracking loop (TTL) and frequency tracking loop
(FTL) try to obtain serving cell timing and frequency. In
certain scenarios, however, it may be beneficial that a UE
tracks timing/frequency of the serving cell, timing/frequency
of'a dominant interferer, or combined timing/frequency of all
cells, including the serving cell and all interferers. Benefits
may include, for example, improved cancellation of signals
from interfering cells.

As a UE tracks a single timing (be it a serving cell’s timing,
a strong interferer’s timing, or a composite timing), there
naturally exists a gap between the timing the UE is tracking
(i.e., thetiming of the UE with respect to the timing alignment
of a frame, the subframes within the frame, and the OFDM
symbols within each subframe) and the timing of each cell the
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UE wants to monitor. For example, referring to FIG. 7, there
may be a gap between the timing the UE 708 is tracking and
the timing of each of the eNodeBs 702, 704, 706.

According to certain aspects presented herein, the UE 708
may track a single system timing and/or system frequency
and estimate per-cell timing or frequency offsets for each cell.
The system timing and/or frequency may be derived from a
single cell (e.g., with a strongest receive signal strength) or
from multiple cells. As a simple example, a first cell (e.g.,
“cell A” with eNodeB 702) may have a frequency of 2 GHz+
100 Hz and a second cell (“cell B” with eNodeB 704) may
have a frequency of 2 GHz+200 Hz. Assuming the UE 708
sees similar received powers from the two cells, the UE may
want to track 2 GHz+150 Hz, and determine the per-cell
frequency error of cell A as -50 Hz (relative to the tracked
frequency of 2 GHz+150 Hz) and of cell B as +50 Hz. In other
words, in this example, the UE 708 is not tracking the fre-
quency of any particular cell, but rather it is tracking an
average frequency of the two cells. Similarly, for timing
tracking, a UE may track timing of a single cell or “compos-
ite” timing derived from the timing of multiple cells.

The per-cell timing offset of a cell may be estimated by
using signals transmitted from the cell(s), such as a cell-
specific reference signal (CRS), primary synchronization sig-
nal (PSS), secondary synchronization signal (SSS), or cyclic
prefix (CP). The per-cell timing offset may be estimated
concurrently, assuming the UE 708 has the appropriate dupli-
cative hardware, or the offset may be estimated sequentially.
The per-cell timing offset estimates may be used to enhance
the performance of the UE 708, for example, by increasing
accuracy of channel estimation between the UEs and different
eNodeBs. In one configuration, the tracking with the particu-
lar timing is performed by combining signals from the cells.
The signals include at least one of CRS tones, a PSS, an SSS,
or a cyclic prefix. In one configuration, the signals are com-
bined according to received strengths of the signals.

As noted above, as the UE 708 tracks the carrier frequency
(or frequency error relative to a particular carrier frequency)
of'a single cell (be it a serving cell’s or a strong interferer’s)
or a composite frequency offset, there exists a gap between
the carrier frequency the UE 708 is tracking (i.e., the carrier
frequency including the carrier frequency error to which the
UE is tuned) and the carrier frequency error of each cell the
UE 708 wants to monitor.

As such, according to certain aspects, the UE 708 may also
estimate the per-cell frequency offset of each cell. The per-
cell frequency offset of a cell is the offset between the carrier
frequency (or frequency error) the UE is tracking (tuned to)
and the frequency error of a particular cell the UE 708 is
tracking. The per-cell frequency offset of a cell may also be
estimated by using signals transmitted from the cell (e.g., RS
tones, PSS, SSS, cyclic prefix, etc.). The per-cell frequency
offset estimates may also be used to enhance the performance
of the UE 708. Furthermore, the per-cell carrier frequency
error estimates may be used to track a particular carrier fre-
quency error. In one configuration, the tracking the particular
carrier frequency error is performed by combining signals
from the cells. The signals include at least one of CRS tones,
a PSS, an SSS,; or a cyclic prefix. In one configuration, the
signals are combined according to received strengths of the
signals.

In some cases, what the UE 708 may be tracking (estimat-
ing) is the error or deviation of the eNB’s carrier frequency
from the known carrier frequency value. For example, assume
the carrier frequency is 2 GHz, which is known at the UE
through a cell acquisition procedure. Assume also that the
oscillator of eNodeB 704 is operating at 2 GHz+100 Hz and
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the oscillator of eNodeB 706 is operating at 2 GHz+200 Hz.
In this case, the mean carrier frequency error is 150 Hz, the
carrier frequency error of the eNodeB 704 is 100 Hz, and the
carrier frequency error of the eNodeB 706 is 200 Hz. Assume
that the UE 708 is tracking the mean carrier frequency error of
150 Hz. As such, the frequency offset for the eNodeB 704 is
100 Hz minus 150 Hz, which is equal to -50 Hz, and the
frequency offset for the eNodeB 706 is 200 Hz minus 150 Hz,
which is equal to 50 Hz.

The per-cell timing offset can be used to better estimate the
channel of each cell, as the per-cell timing enables the UE to
accurately locate channel taps from the cell. For example, the
UE 708 can set its channel tap truncation windows based on
the per-cell timings. That is, the UE 708 can set a first channel
tap truncation window based on the timing of the eNodeB
702, a second channel tap truncation window based on the
timing of the eNodeB 704, and a third channel tap truncation
window based on the timing of the eNodeB 706. For the
serving cell, the improved channel estimation directly trans-
lates to improved UE performance. For an interfering cell, the
improved channel estimation may translate to better interfer-
ence cancellation of the cell and therefore improved UE per-
formance. For example, if the eNodeB 702 is a serving cell for
the UE 708 and the eNodeB 704 and the eNodeB 706 are
interfering cells for the UE 708, the first channel tap trunca-
tion window will provide improved serving cell channel esti-
mation. In addition, signals processed through the second and
third channel tap truncation windows may lead to improved
channel estimation between eNodeBs 704 and 706, which
may result in better interference cancellation.

The per-cell frequency offset may also be used to better
estimate the channel of each cell. For example, the UE 708
may apply a rotation (i.e., phase shift) on RS and channel
estimates from a cell to help remove residual frequency error
on the RS from the cell. The rotation amount may be deter-
mined based on the per-cell frequency offset estimate for the
cell. For the serving cell, the improved channel estimation
directly translates to improved UE performance. For an inter-
fering cell, the improved channel estimation translates to
better interference cancellation of the cell and therefore
improved UE performance.

FIG. 8 illustrates example operations 800 for estimating
per-cell timing offsets. The operations 800 may be per-
formed, for example, by a UE, such as UE 708 shown in FIG.
7 to estimate per-cell timing offsets for eNodeBs 702-706.

The operations 800 begin, at 802, by estimating timing for
tracking (e.g., the timing of a particular cell or a combination
of a plurality of cells. As noted above, this timing may be
derived from received signals (CRS, etc) from a strongest cell
or by combining signals from multiple cells with appropriate
averaging or weighting). At 804, per-cell timing offsets (rela-
tive to the aforementioned timing the UE is tracking) for all
cells are determined. At 806, signals received from the plu-
rality of cells are processed using one or more channel tap
truncation windows set based on the timing offsets.

As described above, the timing offset for a cell generally
refers to a difference between the timing for the cell and the
timing a UE is tracking. According to certain aspects, a chan-
nel tap truncation window may be set for each cell based on
the timing offset for that cell. According to certain aspects, a
channel may be estimated from each cell through the channel
tap truncation window for that cell. These estimated channels
may be utilized in processing signals received from each cell.

FIG. 9 illustrates example operations 900 for estimating
per-cell frequency offsets. The operations 900 may also be
performed by a UE, such as UE 708 shown in FIG. 7 to
estimate per-cell frequency offsets for eNodeBs 702-706.
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The operations 900 begin, at 902, by estimating a fre-
quency of a particular cell or combination of a plurality of
cells. As noted above, this frequency may be derived from
received signals (CRS, etc) from a strongest cell or by com-
bining signals from multiple cells with appropriate averaging
or weighting). At 904, per-cell frequency offsets (relative to
the aforementioned carrier frequency the UE is tracking) for
all cells are determined. At 906, signals received from the
plurality of cells are processed using the per-cell frequency
offsets.

In one configuration, a particular carrier frequency that is
tracked may be derived based on an average/mean of the
per-cell frequency error estimates. As described above, the
frequency offset for a cell generally refers to a difference
between the carrier frequency (or frequency error) for the cell
and the particular cell being tracked.

According to certain aspects, the processing of 906 may
include applying a phase shift on cell-specific reference sig-
nals from each of the cells to remove a residual frequency
error on the cell-specific reference signals. The phase shift on
the cell-specific reference signals from a cell may be deter-
mined as a function of the determined frequency offset for
that cell.

According to certain aspects, the frequency and/or timing
offset averages may be weighted, for example, according to
the received signal strengths of cells participating in the aver-
aging.

FIG. 10 is a conceptual block diagram illustrating the func-
tionality of an exemplary apparatus 1000. The apparatus 1000
may include a module 1002 that estimates timing of a par-
ticular cell or combination of a plurality of cells, a module
1004 that determines per-cell timing offsets, relative to the
timing the UE is tracking, for all cells of the plurality of cells,
and a module 1006 that processes signals received from the
plurality of cells by setting one or more channel tap truncation
windows based on the per-cell timing offsets.

In addition to, or as an alternative to, the modules 1002-
1006, the apparatus 1000 may also include a module 1008
that determines per-cell frequency offsets, relative to the car-
rier frequency the UE is tracking, for all the plurality of cells,
and a module 1010 that processes signals received from the
plurality of cells based on the per-cell frequency offsets.

Depending on a particular configuration, an apparatus may
utilize per-cell timing offsets, per-cell frequency offsets, or
both. Thus, in one configuration, the apparatus 1000 may
include modules 1002-1006. In another configuration, the
apparatus 1000 includes modules 1008-1012. In yet another
configuration, the apparatus 1000 may include modules
1002-1012.

In one configuration, the apparatus 1000 for wireless com-
munication may include means for performing the function-
ality shown in FIG. 10. The means may comprise any suitable
component or combination of components. According to cer-
tain aspects, the means may be implemented with the pro-
cessing system 114 of FIG. 1, configured to perform the
functions described herein.

In cooperative multi-point (CoMP) systems, signals
intended for a UE are transmitted from multiple cells (called
“CoMP transmission points™) and combined on the air. In
some cases, the CoMP transmission points may be transpar-
ent to the UE, meaning the UE may not know which cells
correspond to its CoMP transmission points. Transparency of
the CoMP transmission points may be made possible by use
of dedicated UE-specific RS (UE-RS).

FIG. 11 illustrates example operations 1100 for utilizing
timing offsets in a CoMP system. The operations begin, at
1102, by determining per-cell timing offsets, relative to the
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timing of a particular cell, for remaining cells of a plurality of
cells including CoMP cells. For example, these per-cell tim-
ing offsets may be determined as described above, with ref-
erence to FIG. 8.

In order to accurately estimate the CoMP channel, the UE
may identify the timings of cells in its CoOMP transmission
points. If CoMP transmission points are known to the UE, as
determined at 1104, the UE may calculate an average timing
offset using timing offsets of those known CoMP cells, at
1106. If CoMP transmission points are unknown to the UE,
the UE may exclude timing offsets of known non-CoMP cells
when calculating an average timing offset, at 1108. Known
non-CoMP cells may include certain cells that are not allowed
to participate in a UE’s CoMP. Examples of excludable cells
may include cells where the UE is barred access (e.g., CSG
cells).

The UE may set its channel tap truncation window based
on the determined average timing offset (calculated for
known CoMP transmission points and/or by excluding
known non-CoMP transmission points).

As an example, referring to FIG. 7, it may be assumed the
eNodeB 702 and the eNodeB 704 are CoMP transmission
points and the eNodeB 706 is not a CoMP transmission point.
Assume also that the UE 708 is aware that the eNodeB 702
and the eNodeB 704 are CoMP transmission points and that
the eNodeB 706 is not a CoMP transmission point. The UE
708 may estimate a timing offset for each of the cells 702,
704, 706. In addition, the UE 708 may determine a timing
offset for the CoMP transmission points 702, 704 by combin-
ing signals of a subset of the cells. The subset of the cells
includes cells 702, 704, as the UE 708 knows that these cells
are CoMP transmission points. If the UE 708 did not know
which cells are CoMP transmission points, the subset of the
cells may include all the cells excluding cells known not to be
CoMP transmission points. The UE 708 may set a channel tap
truncation window for CoMP channel estimation based on the
determined timing offset. The CoMP channel estimation is
based on UE-specific reference signals from the CoMP trans-
mission points 702, 704.

In order to accurately estimate the CoMP channel, the UE
may additionally (or alternatively) identify the frequency off-
set of cells in its CoMP transmission points.

FIG. 12 illustrates example operations 1200 for utilizing
frequency offsets in a CoMP system. The operations begin, at
1202, by determining per-cell frequency offsets, relative to
the frequency of a particular cell, for remaining cells of a
plurality of cells including CoMP cells. For example, these
per-cell frequency offsets may be determined as described
above, with reference to FIG. 9.

In order to accurately estimate the CoMP channel, the UE
may identify the frequency of cells in its CoOMP transmission
points. If CoMP transmission points are known to the UE, as
determined at 1204, the UE may calculate an average fre-
quency offset using frequency offsets of those known CoMP
cells, at 1206. If CoMP transmission points are unknown to
the UE, the UE may exclude frequency offsets of known
non-CoMP cells when calculating an average frequency off-
set, at 1208.

The UE may use the average frequency offset to minimize
the impact of frequency errors among CoMP transmission
points. For example, the UE may attempt to minimize the
impact of frequency errors by applying rotation on received
UE-RS signals. That is, the UE may apply a phase shift on
UE-specific reference signals from CoMP transmission
points to minimize a residual frequency error on the UE-
specific reference signals. The phase shift applied to the UE-
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specific reference signals may be a function of the determined
average carrier frequency offset.

The various operations of methods described above may be
performed by any suitable means capable of performing the
corresponding functions. The means may include various
hardware and/or software component(s) and/or module(s),
including, but not limited to a circuit, an application specific
integrate circuit (ASIC), or processor.

The various illustrative logical blocks, modules and cir-
cuits described in connection with the present disclosure may
be implemented or performed with a general purpose proces-
sor, a digital signal processor (DSP), an application specific
integrated circuit (ASIC), a field programmable gate array
signal (FPGA) or other programmable logic device (PLD),
discrete gate or transistor logic, discrete hardware compo-
nents or any combination thereof designed to perform the
functions described herein. A general purpose processor may
be a microprocessor, but in the alternative, the processor may
be any commercially available processor, controller, micro-
controller or state machine. A processor may also be imple-
mented as a combination of computing devices, e.g., a com-
bination of a DSP and a microprocessor, a plurality of
microprocessors, one or more MiCroprocessors in conjunc-
tion with a DSP core, or any other such configuration.

The steps of amethod or algorithm described in connection
with the present disclosure may be embodied directly in hard-
ware, in a software module executed by a processor, or in a
combination of the two. A software module may reside in any
form of storage medium that is known in the art. Some
examples of storage media that may be used include random
access memory (RAM), read only memory (ROM), flash
memory, EPROM memory, EEPROM memory, registers, a
hard disk, a removable disk, a CD-ROM and so forth. A
software module may comprise a single instruction, or many
instructions, and may be distributed over several different
code segments, among different programs, and across mul-
tiple storage media. A storage medium may be coupled to a
processor such that the processor can read information from,
and write information to, the storage medium. In the alterna-
tive, the storage medium may be integral to the processor.

The methods disclosed herein comprise one or more steps
or actions for achieving the described method. The method
steps and/or actions may be interchanged with one another
without departing from the scope of the claims. In other
words, unless a specific order of steps or actions is specified,
the order and/or use of specific steps and/or actions may be
modified without departing from the scope of the claims.

The functions described may be implemented in hardware,
software, firmware or any combination thereof. If imple-
mented in software, the functions may be stored as one or
more instructions on a computer-readable medium. A storage
media may be any available media that can be accessed by a
computer. By way of example, and not limitation, such com-
puter-readable media can comprise RAM, ROM, EEPROM,
CD-ROM or other optical disk storage, magnetic disk storage
or other magnetic storage devices, or any other medium that
can be used to carry or store desired program code in the form
of instructions or data structures and that can be accessed by
a computer. Disk and disc, as used herein, include compact
disc (CD), laser disc, optical disc, digital versatile disc
(DVD), floppy disk, and Blu-ray® disc where disks usually
reproduce data magnetically, while discs reproduce data opti-
cally with lasers.

For example, such a device can be coupled to a server to
facilitate the transfer of means for performing the methods
described herein. Alternatively, various methods described
herein can be provided via storage means (e.g., RAM, ROM,
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a physical storage medium such as a compact disc (CD) or
floppy disk, etc.), such that a user terminal and/or base station
can obtain the various methods upon coupling or providing
the storage means to the device. Moreover, any other suitable
technique for providing the methods and techniques
described herein to a device can be utilized.

It is to be understood that the claims are not limited to the
precise configuration and components illustrated above. Vari-
ous modifications, changes and variations may be made in the
arrangement, operation and details of the methods and appa-
ratus described above without departing from the scope of the
claims.

While the foregoing is directed to aspects of the present
disclosure, other and further aspects of the disclosure may be
devised without departing from the basic scope thereof, and
the scope thereof is determined by the claims that follow.

The invention claimed is:

1. A method of wireless communication by a user equip-
ment (UE), comprising:

estimating a carrier frequency, wherein the estimated car-

rier frequency is derived from a frequency of one or
more cells;

determining frequency offsets, relative to the estimated

carrier frequency, for a plurality of the one or more cells
including at least one serving cell; and
processing signals received from the plurality of cells
based on one or more of the frequency offsets, the pro-
cessing including
determining an average frequency offset from one or
more of the determined frequency offsets; and
processing signals received from all or a subset of the
plurality of cells based on the average frequency off-
set.
2. The method of claim 1, wherein the estimating the car-
rier frequency is performed by using a received signal com-
prising at least one of a cell-specific reference signal, a pri-
mary synchronization signal, a secondary synchronization
signal, or a cyclic prefix.
3. The method of claim 2, wherein the received signal
comprises a signal received from a particular cell.
4. The method of claim 3, wherein the particular cell com-
prises a cell with a strongest received signal strength for one
or more reference signals.
5. The method of claim 4, wherein the received signal
comprises a combination of signals from multiple cells.
6. The method of claim 4, further comprising applying a
phase shift to a cell-specific reference signal from at least one
of the plurality of cells, wherein the phase shift is a function
of the determined frequency offset for the at least one of the
plurality of cells.
7. The method of claim 1, wherein the subset of the plural-
ity of cells includes cells known to participate in cooperative
multi-point (CoMP) transmissions to the UE.
8. The method of claim 7, wherein:
determining the average frequency offset comprises utiliz-
ing frequency offsets for cells known to participate in
CoMP transmissions.

9. The method of claim 7, wherein:

determining the average frequency offset comprises utiliz-
ing frequency offsets for one or more cells known to not
participate in CoMP transmissions.

10. The method of claim 7, wherein:

determining the average frequency offset comprises calcu-

lating a weighted average according to received signal
strengths.

11. An apparatus for wireless communication by a user
equipment (UE), comprising:
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means for estimating a carrier frequency, wherein the esti-
mated carrier frequency is derived from a frequency of
one or more cells;

means for determining frequency offsets, relative to the

estimated carrier frequency, for a plurality of the one or

more cells including at least one serving cell; and

means for processing signals received from the plurality of

cells based on one or more of the frequency offsets,

wherein the means for processing signals

determines an average frequency offset from one or
more of the determined frequency offsets; and

processes signals received from all or a subset of the
plurality of cells based on the average frequency off-
set.

12. The apparatus of claim 11, wherein the means for
estimating the carrier frequency utilizes a received signal
comprising at least one of a cell-specific reference signal, a
primary synchronization signal, a secondary synchronization
signal, or a cyclic prefix.

13. The apparatus of claim 12, wherein the received signal
comprises a signal received from a particular cell.

14. The apparatus of claim 13, wherein the particular cell
comprises a cell with a strongest received signal strength for
one or more reference signals.

15. The apparatus of claim 14, wherein the received signal
comprises a combination of signals from multiple cells.

16. The apparatus of claim 14, further comprising means
for applying a phase shift to a cell-specific reference signal
from at least one of the plurality of cells, wherein the phase
shift is a function of the determined frequency offset for the at
least one of the plurality of cells.

17. The apparatus of claim 11, wherein

the means for processing signals includes a means for

determining the average frequency offset; and

the subset of the plurality of cells includes cells known to

participate in cooperative multi-point (CoMP) transmis-
sions to the UE.

18. The apparatus of claim 17, wherein:

the means for determining the average frequency offset
comprises means for utilizing frequency offsets for cells
known to participate in CoMP transmissions.
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19. The apparatus of claim 17, wherein:

the means for determining the average frequency offset
comprises means for utilizing frequency offsets for one
or more cells known to not participate in CoMP trans-
missions.

20. The apparatus of claim 17, wherein:

the means for determining the average frequency offset

comprises means for calculating a weighted average
according to received signal strengths.

21. An apparatus for wireless communications, compris-
ing:

at least one processor configured to,

estimate a carrier frequency, wherein the estimated car-
rier frequency is derived from a frequency of one or
more cells;
determine frequency offsets, relative to the estimated
carrier frequency, for a plurality of the one or more
cells including at least one serving cell, and
process signals received from the plurality of cells based
on one or more of the frequency offsets, the process-
ing including
determining an average frequency offset from one or
more of the determined frequency offsets; and
processing signals received from all or a subset of the
plurality of cells based on the average frequency
offset; and

a memory coupled with the at least one processor.

22. A computer program product comprising a non-transi-
tory computer-readable storage medium having a set of
instructions stored thereon, executable by a processor for:

estimating a carrier frequency, wherein the estimated car-

rier frequency is derived from a frequency of one or
more cells;

determining frequency offsets, relative to the estimated

carrier frequency, for a plurality of the one or more cells
including at least one serving cell; and

processing signals received from the plurality of cells

based on one or more of the frequency offsets, the pro-

cessing including

determining an average frequency offset from one or
more of the determined frequency offsets; and

processing signals received from all or a subset of the
plurality of cells based on the average frequency off-
set.



